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Abstract: We show that the power of the KPSS-test against integration, as measured by divergence rates of the test statistic under the alternative, remains the same when residuals from an OLS-regression rather than true observations are used. The divergence rate is independent of the order of integration of the cointegrating regressors which are allowed to be \( I(1 + d_X) \) in our set up.
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1 Introduction and Summary

This paper is concerned with the Kwiatkowski–Phillips–Schmidt–Shin (1992, KPSS) procedure for testing the null hypothesis that there is at least one cointegrating relationship among \( m \) \( I(1) \) variables \( z_{t1}, \ldots, z_{tm} \). If all potential cointegrating relationships are known, this simply amounts to applying the standard KPSS–test to these relationships. If a cointegrating relationship has to be estimated, one applies the KPSS–test to the residuals from this regression.

Lee and Schmidt (1996) show that the KPSS–test statistic diverges when the residuals from the cointegrating relationship are \( I(d) \)–processes with \(-0.5 < d < 0.5\); Marmol (1997) shows that the KPSS–test is also consistent against \( I(d) \)–processes with \( d \geq 0.5 \). However, both Lee and Schmidt (1996) and Marmol (1997) assume that the true cointegrating relationship is known. These authors assume in addition that the cointegrating variables \( z_{t1}, \ldots, z_{tm} \) are \( I(1) \). We extend this approach by allowing them to be fractionally integrated i. e. to be \( I(1 + d_X) \) where \(-1/2 < d_X < 1/2 \) denotes the order of integration of the cointegrating regressor. Therefore, we relax the standard ‘I(1)/I(0)’ approach in cointegration not only for the residuals but also for the cointegrating regressor. Practical experience shows that the classical approach is often too restrictive as many time series show a behaviour which is somewhat between \( I(1) \) and \( I(0) \) such as stationary long memory or non-stationary but still mean-reverting time series. This wide range of persistence characteristic is parsimoniously captured by \( I(d) \) processes where \( d \) can take any value between \(-1/2 \) and \( 1 \). The value \( d = 1/2 \) characterizes the border between stationarity and non-stationarity.

The case where the cointegrating relationship has to be estimated has been considered in great detail by Phillips and Ouliaris (1990), but only for tests of the complementary null hypothesis that there is no cointegration. The behaviour of tests for this null hypothesis when the residuals are fractionally integrated has been considered by Krämer and Marmol (2004) but again under the assumption of \( I(1) \) cointegrating regressors. Below we consider the
null hypothesis that cointegration does exist. It emerges that the divergence
rates under the alternatives from Lee and Schmidt (1996) and Marmol (1997)
remain the same. We also prove that the divergence rate does not depend on
the order of the cointegrating regressors. This is a rather surprising result.

Our approach extends previous results in two directions. First, we allow the
cointegrating regressors to be fractionally integrated. This extends especially
the results of Krämer and Marmol (2004). Second, we consider the KPSS-
procedure when the cointegrating relationship is unknown and has to be esti-
imated which extends the previous results concerning the KPSS-test by Marmol

2 Power under the alternative

Other than Krämer and Marmol (2004), Marmol (1997) and Lee and Schmidt
(1996) who assume the cointegrating regressors to be $I(1)$ we consider the
regression model

$$y_t = \beta' z_t + u_t,$$

(1)

where the m-vector $z_t$ is defined by $z_t = \sum_{s=1}^{t} x_s$ and $x_s \sim I(d_X)$. This implies
that $z_t \sim I(1 + d_X)$ and that all elements of the m-vector of regressors are
integrated to the same order. We then postulate that $y_t \sim I(1 + d_X)$, but
that $u_t \sim I(d_u)$ where $-1/2 < d_u < 1/2 < 1 + d_X$, implying what is called
fractional cointegration. We consider the null hypothesis that there is exactly
one cointegrating relationship.

The KPSS–procedure for testing this hypothesis is based on the statistic

$$\hat{\eta} = \frac{1}{T^2} \sum_{i=1}^{T} \frac{S_i^2}{s^2(\ell)},$$

(2)

where

$$S_t = \sum_{i=1}^{t} u_i - \bar{u},$$

(3)
\[ s^2(\ell) = \frac{1}{T} \sum_{t=1}^{T} (u_t - \bar{u})^2 + \frac{2}{T} \sum_{s=1}^{\ell} w_{st} \sum_{t=s+1}^{T} (u_t - \bar{u})(u_{t-s} - \bar{u}) \]  

(4)

and where \( w_{st} = 1 - \frac{s}{\ell+1} \) \( s^2(\ell) \) is the Newey–West estimator of the long-run variance of the residuals. Its consistency in our long-memory set up follows from Hosking (1996) for \( \ell = 0 \). Therefore, we restrict our attention to the case \( \ell = 0 \) and disregard the estimation of the variance when computing the rates of divergence below.

If the \( u_t \)'s are known and \( u_t \sim I(0) \), we have

\[ \hat{\eta} \xrightarrow{d} \int_0^1 V(r)^2 dr, \]

(5)

where \( V(r) \) is a standard Brownian Bridge (see Kwiatkowski et al. 1992, or Lee and Schmidt 1996 for details). We consider the limiting distribution of \( \hat{\eta} \) when the residuals \( u_t \) in (5) are \( I(d) \) with \( 0 < d_u < 1 \). For the case where the \( u_t \)'s are known, and \( 0 < d_u < 0.5 \), Lee and Schmidt (1996, Theorem 3) show that

\[ \hat{\eta} = O_p(T)^{2d_u}. \]

(6)

For the case where \( d_u \geq 0.5 \), Marmol (1997) shows that

\[ \hat{\eta} = O_p(T), \]

(7)

so that the KPSS–test is consistent against both stationary and nonstationary long memory alternatives.

So far, however, it has remained an open problem whether the above divergence rates carry over to the case where the \( u_t \)'s are replaced by OLS–residuals. We consider this case in what follows by computing the divergence rate of the KPSS-test under fractional alternatives and allowing the regressors to be likewise fractionally integrated. This extends the usual situation of \( I(0) \) regressors. But it can be shown that the structure of the regressors has no influence on
the divergence rate of the test statistic.

**THEOREM:** Assume that \( x_t \sim I(d_X), -\frac{1}{2} < d_X < \frac{1}{2} \) and \( u_t \sim I(d_u), 0 < d_u < 1 + d_X \) and that the regressors are strictly exogenous. Then the rate of divergence of the KPSS–test is of order \( O_p(T^{2d_u}) \) irrespective of \( d_X \).

**REMARK:** In the case of endogenous regressors we have to assume also \( d_X + d_u > 0 \) to obtain the result. In the case of \( d_X + d_u \leq 0 \) the rate of convergence of \( \hat{\beta} \) is of order \( O_p(T^{1+2d_X}) \) and therefore the considerations below are no longer valid. For details see Davidson (2004).

**PROOF:** We have:

\[
\hat{u} = u - Z'(Z'Z)^{-1}Z'u. \tag{8}
\]

From Davidson (2004) we obtain for the least squares estimator of the cointegration parameter

\[
T^{1+d_X-d_u}(\hat{\beta} - \beta) \xrightarrow{d} M, \tag{9}
\]

with a matrix \( M \) which is specified in Davidson (2004). In addition we obtain from Marinucci and Robinson (2000) that

\[
T^{-3/2-d_X} \sum_{t=1}^{[NT]} z_t \xrightarrow{d} B_d(\lambda), \tag{10}
\]

where \( B_d(\lambda) \) denotes fractional Brownian motion with parameter \( d = d_X + 1 \).

Using the relation

\[
\hat{u}_t = u_t - (\hat{\beta} - \beta)z_t \tag{11}
\]

we obtain that \( T^{-1/2-d_u} \sum_{t=1}^{[NT]} u_t \) converges in distribution to some random variable, say \( \xi(\lambda) \). The rate of convergence follows from (9), (10) and the
application of Slutsky’s Theorem to (11). The rate of convergence for the test statistic follows from the continuous mapping theorem, applying the same arguments as in Lee and Schmidt (1996).

**REMARK:** The limiting distribution in this case is not Gaussian.

The theorem shows that under the alternative of fractionally integrated cointegration residuals we obtain divergence rates independent of the structure of the regressors themselves. Furthermore, the limiting distribution is non-Gaussian. The KPSS-test is thus powerful against fractional alternatives even when the cointegrating relationship has to be estimated and whether the regressors themselves have long memory or not.
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